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Belief learning and revision studied with information 
integration theory 

Anne Schlottmann* (London) & Norman H. Anderson** (San Diego) 
 
 
 
Our beliefs change continually: They are updated over time, as we re-

ceive new information. Belief learning thus involves information integra-
tion. A long-controversial issue concerns order effects: Identical informers 
typically have different effects, depending on the order in which they are 
encountered. In the first part of this paper, we describe the model for serial 
belief learning developed by information integration theory (IIT; Anderson, 
1981, 1982, 1996). This model can measure the evolving belief including 
order effects. In the second part, we compare this model with related ap-
proaches. 

 
 
Serial belief learning model 
 
The belief at position n, denoted by ρn, is a weighted average of in-

formers up to that point, with value and weight of the informer at position k 
denoted by ψk and ωk, respectively. Value represents the informer location 
on the belief dimension; weight represents its importance, i.e., the amount 
of information it contains. The initial term, ψ0 ω0, represents the initial be-
lief, before receiving any informers. 
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where both sums run from 0 to n. This model can also be written in recur-
sive anchor and adjustment form, needed if responses are revised after each 
informer: 

 
                                        ρk = (1 – ωk) ρk – l + ωk ψ k .                               (2a) 
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Equation 1, in contrast, applies also if informers are stored separately, 
with a single integration at the end, as might be used if only one response is 
required (Anderson, 1981, p. 146). However, running adjustment is more 
efficient and may be used even when only a final response is made (Ander-
son, 1991, p. 116ff). 

 
Proportional adjustment 
If the running adjustment model of Equation 2a is re-written as 
 

                                        ρk – ρk – l = ωk (ψk – ρk – l) ,                                (2b) 
 

it is obvious that the change in belief, ρk – ρk – l, is proportional to ψ k – ρk – l, 
i.e., the distance between present informer and prior belief. This is a basic 
advantage of the serial averaging model. Proportional change is often ob-
served empirically, but alternative models need extra assumptions to ac-
count for it. 

Proportional adjustment appears in the serial learning diagrams of 
Figure 1, for data from a child version of the one-urn Bayesian task of deci-
sion theory. Each curve represents four successive beliefs developed from 
four successive informers. Children judged how much treasure was hidden 
in a city, its streets drawn on a set of cards (Schlottmann, 2001). They 
searched several streets, finding either gold or worthless black rock on the 
back of each card, and responded after each find. Each curve branch shows 
judgments for a 4-street sample of different composition, listed on the right. 
The diagrams may look complicated, but are worth understanding, because 
they illustrate important features of serial integration. 

To read the diagrams, note that children’s estimates increase after 
finding gold (+), which produces rising lines, and decrease after finding 
rock (–), which produces falling lines. Judgments thus reflect sample com-
position in a reasonable way. The two leftmost points show judgments after 
an initial gold or rock find. From each, two lines branch off for judgment 
after Sample 2, again rising for gold, falling for rock. The top curve thus 
shows how estimates increase with four successive gold finds; the decreas-
ing curve branching off from it at Position 1 shows estimates when an ini-
tial gold is followed by three rocks. Such diagrams display the raw data in a 
step-by-step adjustment task. 

The diagrams also show children’s proportional adjustments: Samples 
consistent with the prior response produce less change than inconsistent 
samples. Compare, for instance, the difference in upward adjustment at Po-
sition 2 when gold is found following another gold (++) or rock (–+). Simi- 
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Figure 1. Serial learning curves show judgments of four samples (horizontal) of 
different composition (curve factor) at two ages. Proportional adjustment in the 
data is a natural consequence of averaging. (After Schlottmann, 2001) 
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lar proportional adjustment appears throughout. As already stated, the aver-
aging model gives a natural account of such distance-proportional effects. 

 
Order effects 
Figure 1 also shows strong recency. At Position 2, responses to a –+ 

sample are higher than to +–. Sample composition is identical, but the order 
differs and the second informer has more effect. Similar recency appears at 
later positions. 

The averaging model can represent not only recency, but all types of 
order effect; this is its second major advantage. These order effects depend 
on the weights. In Equation 1, high weights for early informers produce 
primacy, high weights for later informers produce recency, equal weights 
throughout mean no order effects. In Equation 2b, it is important to realize 
that the adjustment weight of the current informer, ωk, is not typically con-
stant, but varies with position. The weight of the prior belief, 1 – ωk, in-
creases as the sequence grows, because it is based on more and more prior 
informers, with concomitant decrease at each step in ωk. If this reflects the 
decreasing contribution of the current informer exactly, no order effect ap-
pears; a faster decrease produces primacy, a slower decrease (or constant 
adjustment weight) produces recency. 

 
Serial weight curves 
The raw responses in Figure 1 confound the effect of order, reflected 

in informer weight, ω, and of informer content, reflected in ψ value. A third 
major advantage of the IIT model is that the order effect can be measured 
in a way that separates it from the reaction to content. This can be done for 
multiple serial positions, as the belief develops, even if only one response 
at the end is made. Thus IIT makes it possible to describe, at a high level of 
resolution, how belief structure evolves with incoming information. 

Figure 2 shows a representation of the pure order effect, the serial 
weight curve, for the data in Figure 1. The R2 curves show the weights of 
two informers on the belief after the second informer. The second weight is 
higher than the first, a recency effect. The older children show less recency, 
a developmental trend continued in the R3 and R4 curves. These show the 
weights of the informers on the belief after the third and fourth informer, 
respectively. All curves show recency, with much higher weights for the 
last than for early informers. 

The recency in each curve has a substantial short-term component, 
seen when the weight for a given sample is compared across successive be-
liefs. Consider, for instance, the weight for the second sample in the R2, R3 
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and R4 judgment. For R2, Sample 2 carries high weight, but its weight 
drops as soon as Sample 3 is presented. However, even the first sample car-
ries non-zero weight, even for the youngest children. Similar serial curves, 
flat over early positions, with final recency, have appeared for adults (e.g., 
Anderson, 1996, Fig. 5.4). 

As an aside, these findings with children are notable for two reasons: 
First, running adjustment is a natural strategy for them; second, their be-
liefs, contrary to popular opinion, are not tied to the perceptual presence. A 
previous study (Schlottmann & Anderson, 1995) reduced memory demands 
by giving children a scale with a movable pointer, a physical record of the 
belief to be revised after each sample. This initial study showed that chil-
dren can use running adjustment sensibly, but not whether they, like adults,  
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Figure 2. Serial weight curve for responses R1 to R4 in the treasure task. (After 
Schlottmann, 2001) 

 
 

do so spontaneously. The study of Figure 2, in contrast, involved an un-
marked scale, without a physical record, yet children’s responses agreed 
reasonably well with the IIT model. Some children spontaneously left a 
finger on the scale as reminder of their last response, inventing a physical 
procedure for running adjustment. While these children generally showed 
less recency than those who did not point, significant effects of the earliest 
informers appeared throughout. The IIT approach thus showed that even if 
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children are left to their own devices for belief revision, their beliefs go be-
yond the here-and-now. 

 
Serial factor design 
To obtain serial curves as in Figure 2 requires special designs. In par-

ticular, two informers are given at each position such that the difference be-
tween their values is constant and their natural weights are equal. Each po-
sition then forms a two-level factor in a serial factorial design. Subjects 
judge all possible combinations of factor levels in sequences with the de-
sired number of positions. The design reflected in Figures 1 and 2, for ex-
ample, involved 16 sequences in a position 1 × 2 × 3 × 4 factorial. (To re-
duce session length, each child saw only 8 sequences, with position 4 var-
ied between subjects.) 

The requirement of stimuli with equal value differences may seem re-
strictive, but has been met for a wide range of tasks. In the treasure task, for 
instance, children found the same amount of gold or rock in each street. 
Similar adult tasks often involve urns filled with different colour beads 
(e.g., Shanteau, 1970). In person cognition, adults judge descriptions in-
volving different positive and negative trait adjectives, pre-tested for con-
stant value difference (e.g., Anderson, 1973), or carefully constructed para-
graphs about the target person (Anderson, 1959). Children helped Father 
Christmas judge story children, after learning whether each had been good 
or bad in previous months (Schlottmann & Anderson, 1995; Schlottmann, 
2001). Stimuli with equal scale differences are often achievable and con-
siderably simplify analysis. 

 
Weight estimation and model tests 
The weight at each position can be estimated from the corresponding 

main effect in the serial-factor analysis of variance: The weight is propor-
tional to this main effect. The main effect reflects weight and value, but 
weight proportionality holds if the value difference is set constant by de-
sign. Thus the weights in Figure 2 were expressed as differences in mar-
ginal means. 

The validity of these weight estimates depends on the validity of the 
averaging model itself. Model validity can also be tested with the standard 
analysis of variance. The model fits if the interactions of the serial positions 
are negligible. With a position 1 × 2 × 3 × 4 design, as in Figure 1, there are 
16 such interactions, providing a stringent test of goodness of fit. 

This simple analysis relies on equal value differences, as described 
above. However, testing model fit and estimating parameters is also possi-
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ble in the general, more complex case, through use of an iterative procedure 
in the AVERAGE program (Zalinski & Anderson, 1991). 

 
Determinants of primacy and recency 
Of the many determinants of primacy-recency, perhaps the most im-

portant is attention. Judgments of persons described by a serial trait list 
show strong primacy, illustrated in the downtrend of the belief curve in 
Figure 3. This curve shows the serial weights provided by the model of 
Equation 1, i.e., weights are normalized to sum to 100. 

 
 

1 2 3 54 6 7 8 9

100

80

60

40

20

0
10

N
or

m
al

iz
ed

se
ria

lw
ei

gh
t

Serial position
 
Figure 3. Serial curve for adult judgment in a final response person cognition task 
shows linear primacy, but recall shows recency over the same positions. (After 
Anderson, 1996, Figure 11.1) 

 
 
The initial view was that later adjectives changed meaning to fit with 

the judgment based on early adjectives, but eventually the primacy was 
shown to result from decreased attention over positions (Anderson, 1981). 
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When attention decrement is prevented, for instance, by instruction to pro-
nounce each adjective as it is presented, primacy decreases or may turn to 
recency. Other experiments support the attention interpretation, implying 
that primacy-recency is highly sensitive to experimental variations. Con-
sider, for instance, response mode: Recency tends to appear with step-by-
step responses, but when only one response at the end is made, primacy or 
reduced recency is more typical. In an unpublished study by the first au-
thor, the same children showing strong recency with step-by-step responses 
in Figure 2 showed fairly flat weight curves when only a final response was 
required, with children stating each seen informer out loud, in parallel to 
the results with adults. 

Serial weight curves of belief are analogous to serial recall curves. 
Their different shapes, illustrated in Figure 3, underscore the importance of 
the belief curves. The uptrend for recall indicates strong recency, typical in 
memory research, in contrast to primacy for the belief curve: What is re-
membered best thus has least effect on the belief. Comparison of the curves 
implies that belief and recall involve different memory systems, a result 
now generally accepted (Anderson & Hubert, 1963; Hastie & Parks, 1986). 

To conclude, the serial weight curves are a novel contribution of IIT. 
They reveal, in much detail, how the belief develops below the level of the 
overt response. They thus provide a high-resolution view of belief learning, 
highlighting the value of the model for cognitive analysis. 

 
 
Comparison with other formulations 
 
Normative theory 
The goal in IIT is to describe and understand the process of belief 

learning, including order effects. This contrasts with the dominant, norma-
tive perspective in judgment-decision, which emphasizes optimal strate-
gies. From the normative point of view, as in Bayesian approaches (e.g., 
Plach, 1999), order effects should not exist. Their frequent occurrence is a 
nuisance, presenting problems for analysis, a shortcoming in human deci-
sion-making competence, a bias inexplicable within normative theory itself. 

The IIT perspective, in contrast, not only describes human behaviour 
in a detailed way, but deviations from the normative predictions appear as 
natural consequences of the serial process. In addition, the IIT approach al-
lows consideration of the ecological function of order effects. The serial 
curves in Figure 2, and similar findings with adults, show that beliefs can 
have two distinct components, a surface component in immediate reaction 
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to the current informer that declines rapidly as new information is received, 
and a basal component more resistant to change. 

This two-component structure seems sensible for a limited-capacity 
processor: Much information in the environment is redundant and one 
would do well to settle on a belief from early observations, freeing capacity 
for other tasks. This corresponds to the basal component. The surface com-
ponent, in contrast, can incorporate environmental shifts into the judgment. 
As long as these shifts are random, their representations tend to cancel or 
decay, but reactions to a lasting change may accumulate. The two-
component mechanism can thus be seen as a temporal information filter for 
effective handling of minor variations in a world that is usually, but not ne-
cessarily, redundant. 

 
Anchoring and adjustment 
The notion of anchoring and adjustment became popular with Tversky 

and Kahneman’s work (1974) on heuristics in human judgment/decision. 
The basic idea, that people use an initial informer as anchor, then adjust the 
response based on later information, is not controversial. The same idea is 
reflected in the IIT running adjustment model of Equation 2b (Anderson, 
1996). 

In addition, however, Kahneman and Tversky claimed that adjust-
ments were typically insufficient, i.e., they argued that primacy appeared 
(p. 1128). No derivation of this claim was given and, as seen above, it is 
not true empirically. Moreover, primacy does not follow from running ad-
justment per se. Running adjustment can produce primacy, no order effect, 
or recency (oversufficient adjustment), as discussed earlier. Kahneman and 
Frederick’s (2002) updating of the heuristics programme does not mention 
the notion anymore, but anchoring and adjustment continues to be much 
cited, in explanation of over- and under-confidence, compatibility or 
subadditivity effects in probability judgment (Gilovich, Griffin, & Kahne-
man, 2002). Without a formal theory, however, such accounts lack bite. 

 
Traditional order effect paradigm 
The traditional order effect paradigm rests on a difference score. Two 

informers, A and B, are given in AB and BA order, and a judgment is ob-
tained for both. With A > B, a positive difference indicates primacy – the 
first informer has greater effect – a negative difference indicates recency. 

In this paradigm, in effect, only two serial positions can be analysed 
(but A and B can, of course, be composites of multiple informers). Only a 
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net order effect is measured in which primacy/recency cannot be localized. 
An effect could be due to A, B, or both together. Process questions and the 
temporal development of the belief cannot be addressed in any direct way. 
Thus the traditional paradigm has less resolution than the IIT paradigm. 

Order effects were initially studied as a practical problem in, for ex-
ample, (dis)advantages of being first/last in legal proceedings (e.g., Ker-
stholt & Jackson, 1998) or accounting (e.g., Ashton & Kennedy, 2002). 
The AB-BA paradigm originated from this research tradition and its main 
question was how to predict primacy-recency from task characteristics. 
However, no simple rules linking the two emerged. This points to the ne-
cessity of process analysis, for which the AB-BA paradigm is insufficient. 
While it is still popular in applied work, future studies could benefit from 
the capabilities of IIT. 

 
Hogarth-Einhorn theory 
Hogarth & Einhorn (1992) proposed a running adjustment model of 

the serial process explicitly tied to the AB-BA paradigm. Hence it cannot 
measure the effect of each serial position separately. Serial belief curves, as 
in Figures 2 and 3, have no meaning. 

Hogarth and Einhorn used their model to link order effects to task 
characteristics. Their service to the field was to systematize a complex set 
of imperfect empirical regularities (their Tables 1 and 2). This led to differ-
entiated order effects predictions, presented as a test of their model. How-
ever, the predictions had mixed success (Baumann & Krems, 2002) – pos-
sibly because many of them did not derive from the model itself, but from 
parameters and constants set to reflect particular empirical findings (Cush-
ing, 1995)1. 

                                                      
1 The Hogarth-Einhorn model comes in averaging and adding forms, both 

formally similar to the IIT model, except for a very different conceptualisation of 
the adjustment weight (Schlottmann & Anderson, 1995, p. 1361): In IIT, weight is 
a primitive parameter that depends only on serial position and is measured from the 
data. Conceptually, weight represents the amount of information in the stimulus; it 
also models the order effect, as discussed above. In the Hogarth-Einhorn model, 
weight is defined in terms of other model parameters, especially the prior belief; it 
models proportional adjustment (Hogarth & Einhorn, 1992, p. 14). It is an empiri-
cal question which concept is better.  

The IIT model is validated by regular and meaningful serial curves together 
with successful model fits, described above. Hogarth and Einhorn argue that their 
model is supported by experimental test, but alternative interpretations of their data 
are possible. For one thing, proportional adjustment per se does not support 
Hogarth and Einhorn’s idea of prior belief weights, because it occurs naturally un-
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Non-associative learning theory 
Learning is seen as largely non-associative in IIT, in sharp contrast to 

the standard view that we learn stimulus-response associations or contin-
gencies. What is learned in IIT is a two-stage construction, beginning with 
construction of goal-oriented, psychological values from physical stimuli, 
with a second stage of integration of multiple values into a unitary goal-
oriented response. What is learned may have entirely different character 
from the physical stimuli. 

This non-associative nature of belief learning was shown in the disso-
ciation between recall of the stimulus informers and the belief developed 
from them in Figure 3. Traditionally, memory is seen as reproductive; ac-
curacy of recall/recognition is the primary measure. However, the belief 
was not based on recall. These belief learning curves illustrate the analytic 
power of IIT. 

Capability with complex stimulus fields is a further advantage of in-
formation integration learning theory. Traditional learning studies typically 
deal with simple stimulus fields; stimulus-response associations are devel-
oped over repetitive trials. But realistic stimulus fields are often complex, 
involving verbal, visual, auditory, and other kinds of informers. The overall 
belief constructed can, under certain conditions, be dis-integrated to reveal 
the separate contribution of each informer, as in Figures 2 and 3. 

Perhaps most important is a broader conceptual framework that rec-
ognizes the nature of learning in everyday cognition. Functional theory of 
memory/learning is broader than traditional associationist conceptions. 
Physical stimuli are processed to determine their implications relative to 
operative motivations and goals. These implications are what is important, 
but they may differ entirely from the stimuli themselves. What is learned is 
often an integral of implications of multiple stimuli. What is learned is a 
construction essentially different from traditional stimulus-response asso-
ciations. This functional approach could be relevant to learning in schools 
and everyday life. 

 
 
Conclusion 
 
The present information integration model for belief learning allows 

us to study how beliefs evolve over time. IIT led to important insights in 
                                                                                                                           
der averaging, as discussed above. If averaging can be ruled out in favour of adding, 
proportional adjustment could involve prior belief weights. However, Hogarth and 
Einhorn’s evidence for adding is inconclusive. A more detailed model comparison 
is given in Anderson (1996, p. 358ff) and Schlottmann & Anderson (2006). 
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the nature of serial processing and the role and determinants of order ef-
fects, seen as embedded in the serial process. IIT also has process general-
ity – it applies to belief formation from sequential or simultaneous inform-
ers. All in all, IIT provides a useful tool for cognitive analysis that over-
comes many limitations of traditional approaches to the study of serial 
learning and order effects. 
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Abstract 
 

The belief learning model of information integration theory describes how beliefs 
develop and change with serial information. The model allows measurement of 
how stimulus informers presented on successive trials affect successive belief 
states. A complete serial curve of belief development can be obtained, even when 
only the final belief is known. This novel capability for measuring belief learning 
curves gives a high-resolution, trial-by-trial view of the evolving belief, in contrast 
to the less detailed measures of traditional approaches to the order effect problem 
in belief learning. The information integration theory model has done well in de-
manding tests in judgment-decision and social cognition, even with young chil-
dren. This article describes the basic model, how it may be tested, how it may be 
used to measure order effects from the data, and how it relates to other approaches. 

 
 

Riassunto 
 

Il modello dell’apprendimento delle credenze della teoria della integrazione delle 
informazioni descrive come si sviluppano e cambiano le credenze con l’informa- 
zione seriale. Il modello permette di misurare come gli informatori stimolo presen-
tati in prove successive influenzano gli stati successivi delle credenze. Una curva 
seriale completa dello sviluppo delle credenze si può ottenere persino quando è no-
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ta solo la credenza finale. Questa nuova capacità di misurare le curve di apprendi-
mento delle credenze fornisce una alta risoluzione, una visione prova per prova, 
della credenza in evoluzione, in contrasto con le misure meno dettagliate degli ap-
procci tradizionali al problema dell’effetto dell’ordine nell’apprendimento delle 
credenze. Il modello della teoria della integrazione delle informazioni ha superato 
bene test severi di cognizione sociale e di giudizio-decisione, anche con bambini 
molto giovani. Questo articolo descrive il modello di base, come esso può essere 
controllato sperimentalmente, come può essere usato per misurare effetti d’ordine, 
e quale è il suo rapporto con altri approcci. 
 

 
 

Addresses. Anne Schlottmann, Department of Psychology, University College 
London, Gower Street, London WC1E 6BT, UK (a.schlottmann@ucl.ac.uk). Nor-
man H. Anderson, University of California, San Diego, 9500 Gilman Drive, La 
Jolla, CA, 92093-0109, USA (nanderson@ucsd.edu).  



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /CMYK
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


